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The internal energy distribution of Na+(CH3OH)1-8 cluster ions has been evaluated by comparing experimental
unimolecular rate constants measured in a triple quadrupole spectrometer to an RRKM rate analysis developed
within the evaporative ensemble formalism. The significant ion-solvent binding energies give rise to broad
distributions, particularly for the smallest cluster ions. The role of internal energy on the number and type of
cluster ion structures was then assessed by using Monte Carlo simulation methods. Predicted onsets of hydrogen
bond formation and the number of hydrogen-bonded O-H stretching bands in Na+(CH3OH)1-7 were found
to agree with previous vibrational spectroscopy experiments. The methodology introduced here can be used
to estimate the internal energy content of any cluster that undergoes unimolecular dissociation utilizing
experimental or theoretical values for properties such as binding energies and vibrational frequencies.

I. Introduction

From isolated species to nanoscale models of the condensed
phase, the study of clusters is an interesting and challenging
area of physical chemistry.1-3 By means of mass-selective
techniques, cluster systems are ideally suited for probing the
stepwise evolution of molecular properties as a function of size
and composition. Cluster size discrimination is most readily
accomplished for ionic clusters, where the charge/mass ratio
provides an efficient means of mass selection. In addition, the
strong electrostatic interaction between the ion and neutral
species leads to relatively stable and robust complexes. This
allows for an extremely wide temporal window for investigation
with time scales ranging from the picosecond4 to the tens of
seconds.5-10

The strong ion-solvent interaction also enables the clusters
to retain a significant amount of internal energy without
extensive fragmentation even under isolated conditions.11-13

These large amounts of internal energy can lead to a number
of complications in cluster ion experiments not usually shared
with their neutral cluster counterparts. In systems that exhibit
hydrogen bonding, there is a size where the ion-molecule and
molecule-molecule interactions are of comparable magnitude.
A broad internal energy distribution can therefore lead to
structural isomers. This effect has been observed in previous
studies of solvated alkali ions.11,14,15

The effects of cluster ion internal energy on vibrational
spectroscopy are perhaps best illustrated in the recently pub-
lished spectra of X-(H2O)1 (X ) Cl,16 Br and I17). The most
prominent bands in the O-H stretching region were assigned
to the ionic O-H stretch, i.e., the X-‚‚‚H-O modes, under the
assumption of low internal energy content. However, subsequent
experiments18,19on similar cluster ions of the form X-(H2O)1Arn,
which take advantage of the extremely labile argon atoms to
generate colder clusters, have revealed that the non-argon
bearing species16,17 contained substantial internal energy. The
temperature dependence in Cl-(H2O)2 has been simulated
recently using a parametrized intermolecular potential.20 As a
result, a change was made in the vibrational assignment of the

“ionic” hydrogen bond O-H stretch in the cases of Cl- and
Br-. High-resolution spectroscopy of “cold” cluster ions has
been limited to a few systems. Rotationally resolved infrared
spectra of Rg-HCO+ (ref 21),-HN2

+ (refs 22 and 23),-CH3
+

(ref 24), and-NH4
+ (ref 25) cluster ions have been obtained

by Maier and Dopfer et al., while the M+-L electronic spectra
[M ) Ca, Mg, Ba; L ) H2O, Ar, CO2, C2H2] have been
recorded by Duncan and co-workers.3,26-28 These high-resolu-
tion studies, however, have been restricted to only binary
complexes and similar studies of larger cluster ions remain an
open challenge.

The purpose of the present work is to provide a methodology
for assessing the internal energy distribution in cluster ions and
to compare the results from this analysis with experimental data,
namely average unimolecular dissociation rates. Since many of
these species can be generated by various methods such as
electric discharge, ion injection, laser vaporization, and electron
impact ionization, a common method for the determination of
cluster ion energy content would be desirable. The internal
energy distribution can then be used with simulation methods,
such as Monte Carlo, molecular dynamics, or more sophisticated
ab initio treatments, to predict possible molecular structures and
their distributions. These, in turn, can be compared with
experimental spectroscopic information or ab initio calculations
at one or more minima on the potential energy surface.

The specific system selected for this comparison is Na+-
(CH3OH)1-8. Previously, we have reported the vibrational spec-
tra in the C-O (ref 29) and O-H (ref 30) stretching regions,
noting the size of the first solvent shell, the onset of hydrogen
bonding, and the presence of structural isomers. Using a three-
site pairwise additive intermolecular force model, Monte Carlo
simulations were used to estimate the solvent shell size and the
onset of hydrogen bonding.29 In this work, experimental unimo-
lecular dissociation rates were determined from spontaneous sol-
vent evaporation as a function of cluster size. Calculated uni-
molecular dissociation rates were determined from the internal
energy distributions, by means of the evaporative ensemble,31-33

experimental binding energies, and RRKM unimolecular rate
theory. The temperatures derived from the internal energy dis-
tribution were used as input tonewMonte Carlo simulations,* Corresponding author. E-mail: j-lisy@uiuc.edu.
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using a fully polarizable potential to evaluate Na+(CH3OH)1-8

cluster ion structures. On the basis of the more accurate internal
energies and improved potential model, structural features of
the infrared spectra of Na+(CH3OH)1-7 are re-examined.

II. Experimental Section

A. Apparatus. The experimental apparatus used for these
studies has been discussed in previous publications.14,30,34,35

Briefly, it consists of two differentially pumped chambers
separated by an interchamber skimmer (Figure 1). The nozzle,
skimmer, and quadrupole axes are collinear. Sodium ions are
produced in the source chamber by thermionic emission from
a coated filament in an ion gun,36 mounted perpendicular to
the molecular beam axis. Alumina treated with aqueous saturated
NaCl is applied to the filament prior to use. The emitted ions
are focused into a fully expanded supersonic jet generated by
expanding methanol in argon (1:5 ratio) through a 45°, 180µm
diameter conical nozzle at a stagnation pressure of 300 Torr.
Cluster ions are formed by the resulting collision and extracted
into the detector chamber with the aid of electrostatic lenses
and the interchamber skimmer (1 mm diameter). During this
transport process of 50-100 µs, the nascent cluster ion distri-
bution has undergone a series of evaporative events to dissipate
the excess internal energy resulting from the initial collision
and the subsequent exothermic solvation processes. The cluster
ions are then imaged by a second set of electrostatic lenses into
a series of three quadrupoles, the first of which is used to mass-
select the cluster ion of interest. The cluster ions enter a second
quadrupole (RF-only guide) where they continue to undergo
unimolecular dissociation and, in addition, vibrational excitation
using a tunable IR laser or collision-induced dissociation (CID)
by collision with a background gas. The resulting increase in
the internal energy of the cluster ion from the latter two
processes leads to a detectable increase in the dissociation rate
during the transit time (∼100-300 µs) through the second
quadrupole. The ensemble of cluster ions then passes into the
third and final mass analyzing quadrupole at which point the
parent and daughter ion distributions are determined.

B. Collision Induced Dissociation Experiments.For cluster
ions undergoing evaporative cooling, the spontaneous unimo-
lecular dissociation of the cluster ion will involve loss of the
most labile molecule. Abrupt changes in the rate of unimolecular
dissociation at a particular cluster size can be indicative of a
significant alteration in the structure of the cluster ion, such as
the filling of a solvent shell. However, at ambient pressures in
the detector chamber, collision-induced dissociation can also
occur. To differentiate between the two processes, the frag-

mentation of a specific cluster ion is measured at various detec-
tor chamber pressures. The pressure is controlled by introducing
argon as a collision gas into the detector chamber through a
leak valve. Extrapolating to zero pressure yields the extent of
fragmentation in the absence of collisions, i.e., the spontaneous
dissociation of the size-selected cluster ion. The fragmentation
patterns were recorded over a range of 1.0× 10-6 to 3.0 ×
10-6 Torr, to ensure that single collision conditions were
maintained. Additional details can be found elsewhere.11

The only unimolecular dissociation loss channel observed was
the loss of one methanol solvent. The fractional depletion of
the mass-selected cluster ion,D ) 1 - If,1/I0, was fit as a
function of pressure, and the extrapolated value at zero pressure
was taken as the fraction of the parent ion cluster that underwent
unimolecular dissociation.If,n is the intensity of the fragment
ion corresponding to the loss ofn solvent molecules from the
parent, andI0 is the sum of the intensities of the parent ion and
all the measured ion fragments. The extent of unimolecular
dissociation was found to vary from less than 1% for Na+(CH3-
OH)2 to ∼8% for Na+(CH3OH)8. The reported average unimo-
lecular dissociation rates,〈k〉, in the ion guiding region for a
particular loss channel were calculated by

where t is the flight time of the ions through the middle
quadrupole.

III. Internal Energy Distributions

Internal energy distributions of the ion clusters in the
experimental apparatus are modeled by (a) calculating the
unimolecular dissociation rates for each cluster as a function
of internal energy and (b) following the evolution of the cluster
population using experimental flight times through the tandem
mass spectrometer under the assumptions of the evaporative
ensemble. Previous investigations in our laboratory on Na+(CH3-
OH)n relied on RRK theory to determine rates as a function of
internal energy.29 RRK rates, however, are based on a single
average vibrational frequency and thus will yield unreliable
estimates for the internal energy distribution. For this reason,
the unimolecular dissociation rates of Na+(CH3OH)n have been
calculated using the more rigorous RRKM theory.37

A. RRKM Method. The necessary vibrational frequencies
of the cluster ion internal modes were obtained from HF ab
initio calculations using a double-ú basis set for Na+(CH3OH)1-4.
These frequencies were scaled by a factor of 0.9 to account for
the difference between the harmonic calculations and the

Figure 1. Schematic of the triple quadrupole mass spectrometer depicting both the source chamber, where ion clusters are formed, and the detector
chamber, where ion clusters are analyzed.

〈k〉 ) -ln[D(P)0)]t-1 (1)
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observed intramolecular frequencies of methanol monomer38

(Table 1). The frequencies for the larger clusters, Na+(CH3OH)5-9,
were assigned based on trends in the smaller clusters. Also
necessary are the degeneracy (d) and frequency of the normal
mode along the reaction coordinate that leads to the dissociative
transition state. For the smaller ion clusters, Na+(CH3OH)1-4,
these “transition state frequencies” were chosen as the ion-
solvent stretching frequencies, which range from 384 to 408
cm-1. The degeneracy factor was taken to be the number of
solvent molecules in the ion cluster (d ) n).

For the larger clusters,n ) 5-9, the vibrational predisso-
ciation spectra30 of Na+(CH3OH)n and preliminary Monte Carlo
simulations indicate population of the second solvent shell.
These molecules are expected to have a lower binding energy
than those in the first shell and a value of 100 cm-1 was assumed
for the transition state frequency. Since these very molecules
are expected to be the most labile, the degeneracy was likewise
taken to be the average number of solvent molecules present in
the second solvation shell forn ) 5-9. On the basis of the
preliminary Monte Carlo simulations, the number of solvent
molecules in the second solvation shell was determined to be
one forn ) 5, 6; two forn ) 7, 8; and three forn ) 9.

The last required data are the solvent binding energies, which
determine the minimum amount of energy required to reach
the transition state. The binding energies forn ) 1-4 have
been determined experimentally by Castleman.39 For the larger
cluster ions, where solvent loss is expected to originate from
the second solvation shell, the bulk solvent binding energy for
methanol was used. Table 2 summarizes the data used in the
calculations.

The RRKM dissociation rate,k, as a function of vibrational
internal energy,Ev, is given by the following formula:40

whereEB is the binding energy of the solvent dissociating from
the cluster,Nv is the vibrational density of states of the cluster,

TABLE 1: Vibrational Frequencies of Na+(CH3OH)1-9
a

1 2 3 4 5 6 7 8 9

3739 3743 (2) 3752 (3) 3759 (4) 3759 (5) 3759 (6) 3759 (7) 3759 (8) 3759 (9)
2981 (2) 2981 (2) 2976 (3) 2977 (4) 2977 (5) 2977 (6) 2977 (7) 2977 (8) 2977 (9)
2897 2972 (2) 2962 (3) 2951 (4) 2951 (5) 2951 (6) 2951 (7) 2951 (8) 2951 (9)
1477 2894 (2) 2889 (3) 2884 (4) 2884 (5) 2884 (6) 2884 (7) 2884 (8) 2884 (9)
1460 (2) 1477 (2) 1478 (3) 1478 (4) 1478 (5) 1478 (6) 1478 (7) 1478 (8) 1478 (9)
1355 1462 (2) 1464 (3) 1466 (4) 1466 (5) 1466 (6) 1466 (7) 1466 (8) 1466 (9)
1150 1459 (2) 1460 (3) 1458 (4) 1458 (5) 1458 (6) 1458 (7) 1458 (8) 1458 (9)
1068 1355 (2) 1352 (3) 1348 (4) 1348 (5) 1348 (6) 1348 (7) 1348 (8) 1348 (9)
989 1151 (2) 1152 (3) 1154 (4) 1154 (5) 1154 (6) 1154 (7) 1154 (8) 1154 (9)
288 1066 (2) 1063 (3) 1058 (4) 1058 (5) 1058 (6) 1058 (7) 1058 (8) 1058 (9)
408 1000 1014 1025 1021 (5) 1021 (6) 1021 (7) 1021 (8) 1021 (9)
136 997 1009 (2) 1020 (3) 379 (4) 379 (5) 379 (5) 379 (6) 379 (6)
95 401 391 (2) 395 232 (5) 232 (6) 232 (7) 232 (8) 232 (9)

324 278 (2) 377 130 (3) 130 (3) 130 (3) 130 (3) 130 (3)
210 201 358 104 (2) 104 (4) 104 (6) 104 (8) 104 (10)
146 127 251 93 (3) 93 (3) 93 (3) 93 (3) 93 (3)
95 117 247 60 (3) 60 (4) 60 (5) 60 (6) 60 (7)

394 93 244 30 (2) 30 (3) 100 100 100 (2)
102 90 188 22 22 30 (4) 30 (5) 30 (6)
89 43 137 15 (2) 15 (3) 22 22 22
41 16 122 9 9 15 (4) 15 (5) 15 (6)
23 14 114 100 100 9 9 9
18 389 102 104 (2) 104 (2) 100 100 100

126 91 (2) 60 60 104 (2) 104 (2) 104 (2)
91 50 (2) 30 30 60 60 60
51 35 15 15 30 30 30
42 15 15 15 15
9 14

9
384
104 (2)
60
31
22

a The numbers in parentheses are the degeneracies for a given mode. The frequencies listed in bold are lost upon evaporation of the solvent. The
first frequency listed in bold for a particular cluster size is the transition state frequency and is removed when the sums of states of the transition
complex are calculated.

TABLE 2: Binding Energies, Average Internal Energies,
Temperatures, and MC Temperatures (Calculated RRKM
Temperatures of the Cluster Ion Distributions and the
Corresponding Temperature at Which the MC Simulations
Were Performed)

n
Ebinding

(kJ/mol)
average internal
energy (kJ/mol)a

average
temperature (K)a

Monte Carlo
run (K)

1 110.3b 56 (6) 890 (60) 650d

2 87.2b 52 (8) 510 (40) 500
3 75.6b 56 (10) 400 (40) 400
4 68.3b 61 (11) 340 (30) 350
5 48.5c 58 (12) 280 (30) 275
6 48.5c 68 (14) 270 (30) 275
7 48.5c 77 (16) 260 (30) 250
8 48.5c 87 (18) 260 (30) 250

a Errors were determined by adding the error resulting from changing
the binding energies by(10% and the intermolecular vibrational
frequencies by(25% independently.b Binding energies were calculated
from enthalpies of association obtained by high-pressure mass spec-
trometry.39,66 c Determined from the bulk phase enthalpy of vaporization
for methanol.67 d This was the highest temperature at which the
simulation did not experience solvent “walk-off”.

k(Ev) ) (Qq

Q)dWv
q(Ev - EB)

hNv(Ev)
(2)
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Wv
q is the vibrational sum of states of the transition state

complex,h is Planck’s constant, andQq/Q is the ratio of the
rotational partition functions of the transition state to the
energized molecule. The sums of states for both the energized
and transition state complexes were calculated using the Beyer-
Swinehart algorithm.41,42For the energized complex, all vibra-
tional frequencies were included in the sum of states calculation,
whereas for the transition state complex, the frequency associ-
ated with the normal mode along the reaction coordinate was
removed. The density of states of the transition state complex
was calculated using the finite difference method.

Our approach to the dissociation of cluster ions closely
follows that of Armentrout and co-workers.43-45 Here, the height
of the centrifugal barrier is half of the rotational energy at the
transition state. Assuming that the 2-D rotational energy is given
by kbT, the ratio of the moments of inertia and thus the rotational
partition functions (Qq/Q) was determined using the following
relationship:

where re is the center of mass equilibrium distance between
the dissociating molecule and the remaining ion fragment,R is
the polarizability of methanol,e is the elementary charge
constant,ε0 is the vacuum permittivity constant,kb is the
Boltzmann constant, andT is the temperature of the cluster.
For the Na+(CH3OH)n system, minima in the ion-methanol
radial distribution functions from Monte Carlo simulations were
chosen for the barrier points, withre taken as 2.5 Å for first
shell solvent molecules and 5.0 Å for second shell solvent
molecules.

Since an evaporative process is being modeled, the remaining
internal energy is distributed into products. The portion released
as kinetic energy is taken as 2kbTq.33,46 The remaining energy
in the dissociation products is statistically distributed among
the available vibrational and rotational degrees of freedom of
the product species.

B. Evaporative Ensemble.As in our previous work, the
evaporative ensemble formalism31-33 was used in the equations
governing the evolution of the cluster ion populations. The
RRKM rates, determined above, were used to simulate the
propagation of an ion distribution through the experimental
apparatus.47 The simulations were simplified by considering the
internal energy distributions of only three cluster ions; the parent
cluster ion of interest,n, and the corresponding grandparent and
fragment cluster ions,n + 1 andn - 1. A flat distribution was
assumed for then + 1 cluster ion at the source since the velocity
spread of the impacting ion and the distribution of neutral
solvent clusters in the expansion are expected to lead to a broad
initial spread in the cluster ion internal energy. The distributions
of both then andn - 1 ion clusters were initially set to zero
following one of the tenets of the evaporative ensemble
formalism, which assumes that at least one evaporative event
occurs prior to the detection of the ion distributions. Then +
1 andn cluster ion distributions were followed for the period
of time needed to reach the entrance of the first quadrupole. At
this point, then + 1 cluster ion distribution was eliminated,
while the n cluster ion was allowed to continue decaying, in
effect modeling the passage of the ion clusters through the
quadrupole filter tuned to the mass of the parent cluster ion.
After entering the middle or ion guiding region, then andn -
1 cluster ion distributions were allowed to evolve over the flight
time needed to traverse this portion of the apparatus. All cluster

ion transit times used in these calculations correspond to actual
experimental flight times measured in the apparatus.11 The final
n andn - 1 cluster ion distributions exiting the third quadrupole
were used to calculate the relative fragmentation,F(t), using

where Pn-1(E,t) and Pn(E,t) are the respective population
distributions of the parent and fragment clusters ions as a
function of internal energyE at timet.47 Note that the evolution
of the n and n - 1 distributions mimics the experimental
distributions in the absence of collision-induced dissociation.
The average unimolecular dissociation rate,〈k〉, is then calcu-
lated by

wheret′ is the average flight time of the cluster ions of sizen
through the ion guiding region of the mass spectrometer where
product ions are formed. These average rates can be directly
compared with experimentally measured values obtained using
eq 1.

The internal energy distributions and the vibrational frequen-
cies from the RRKM rate calculations can also be used to
estimate temperatures for the cluster ions. The relationship
between temperature and total internal energy is given below.

where IEvr (T) is the total internal energy (rotation+ vibration),
Evj is the internal energy contribution of thejth vibrational mode
of the cluster,m is the total number of vibrational modes in the
cluster, IEr is the rotational energy component to internal energy,
T is the rotational-vibrational temperature, andνj is the
frequency of thejth vibrational mode. Temperatures of the ion
cluster distributions are calculated at the entrance and exit of
the middle ion-guiding region and then averaged to estimate a
temperature for each ion cluster.

Equations 6-8 are also used to partition the internal energy
between the vibrational and rotational degrees of freedom. In
this manner, the rotational contribution to temperature is taken
into account. These equations are also used to calculate the
temperature of the transition state,Tq, using the appropriate
frequencies andE - Ebinding as the available energy at the
transition state. TheTq is important for determining the amount
of relative kinetic energy released upon evaporation of a solvent
molecule as discussed previously.

IV. Monte Carlo Simulations

A. Methods.Metropolis Monte Carlo (MC) simulations48-50

are used to probe the structure of Na+(CH3OH)n ion clusters.
The MC simulations proceed in two stages for each cluster size
simulated. The first stage is an annealing process that generates
equilibrated ion cluster configurations at various temperatures.
The starting temperature is taken to be at least 25 K higher
than any temperature of potential interest. The simulations begin

Qq

Q
)

Iq

I
) ( Re2

8ε0re
4kbT)1/2

(3)

F(t) )
∫Pn-1(E,t) dE

∫Pn-1(E,t) dE + ∫Pn(E,t) dE
(4)

〈k〉 ) -ln(1 - F(t′))/t′ (5)

IEvr(T) ) ∑
j)1

m

EVj(T) + IEr(T) (6)

IEr(T) ) 3
2
kbT (7)

Evj )
kbΘvj eΘvj/T

(1 - eΘvj/T)
with Θvj )

hνj

kb
(8)
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by randomly placing the methanol molecules in a box that
contains the Na+ ion at the center, and whose size is chosen to
yield the number density of liquid methanol at an arbitrarily
chosen temperature of 293 K. For each MC iteration, a randomly
chosen methanol molecule is rotated and translated randomly
in three dimensions. After 100 000 iterations per solvent, the
temperature of the system is lowered by 25 K and the Metropolis
sampling is repeated until the desired final temperature is
reached. The average and the standard deviation of the ion-
solvent, solvent-solvent, polarization, and total energy are
calculated and stored at each temperature, as is the final
structural configuration of the system. A sample of the total
energy distribution for Na+(CH3OH)6 at several anneal tem-
peratures is presented in Figure 2, graphically displaying the
expected trend to narrower distributions at lower energy. The
second stage of the simulations involves a more detailed
statistical analysis at asingletemperature, which calculates many
different system properties for a more complete characterization
of the cluster ion system based on 1 000 000 iterations per
solvent. Detailed aspects of the calculations are discussed further
below. In both sets of simulations, a random move acceptance
ratio between 30 and 50% is desirable51 for the efficient
sampling of phase space. Typical movement parameters used
in the current MC simulations are∼0.15 Å for translation and
0.30 rad for rotation.

B. Polarizable Potential Force Field.An important distinc-
tion of these MC simulations from earlier work29,51 is the use
of a nonadditive all-atom potential force field, based on a model
by Kollman et al.52 All six atoms of the methanol molecule are
explicitly included and are represented by the standard Lennard-
Jones parameters, a partial charge and an isotropic atom
polarizability.53 The Na+ ion is represented similarly. The total
potential is given as

whereN is the total number of atoms,rij is the distance between
atomi and atomj, andqi andqj are the respective partial charges.
The Lennard-Jones parameters,εij and σij, are combined by
taking the geometric and arithmetic average of the individual
atom parameters, respectively. The first two terms in eq 9
represent the sum over the Lennard-Jones terms, the third is
the electrostatic contribution and the last term represents the
energy of polarization. In the polarization energy term,µbi is
the induced dipole moment at atomi and EBi

0 is the static
electric field at atomi due to the partial charges on the other
atoms. The induced dipole is calculated using

where Ri is the isotropic polarizability of atomi. The total
electric field,EBi at the atom is given by

where

represents the static electric field contribution and

represents the dipole tensor matrix elements. All of the
summations are over nonbonded atoms with the exception of
the polarization term where the interactions between the
hydroxyl hydrogen and methyl hydrogens are included. The
calculation of the electric fields is repeated until the results are
self-consistent. Four iterations are typically required for con-
vergence to one part in 1 million. The potential parameters are
listed in Table 3.

Figure 2. Plot showing the total energy distribution dependence with temperature. The average total energy of the cluster is-393 ( 17 kJ/mol
at 350 K and lowers to-424 ( 7 kJ/mol at 200 K.

Vtotal ) ∑
i)1

N

∑
j>1

N

V(rij) )

∑
i)1

N

∑
j>1

N [4εij(σij
12

rij
12

-
σij

6

rij
6) +

qiqj

rij ] -
1

2
∑
i)1

N

(µbi‚EBi
0) (9)

µbi ) RiEBi (10)

EBi ) EBi
0 + ∑

j)1,j*i

N

T̃ij µbj (11)

EBi
0 ) ∑

j ) 1,j*i

N
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3
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The original implementation of the polarizable methanol
potential by Kollman52 included additional bond, angle, and
dihedral energy terms to model a flexible molecule for use in
molecular dynamics simulations of liquid methanol. In our MC
simulations, the methanols are modeled as rigid molecules at
the gas-phase equilibrium geometry of methanol monomer. The
fixed bond lengths and angles are given in Table 4. This
geometry, with the original partial charges provided by Kollman,
resulted in an abnormally large dipole moment of 2.17 D for
methanol as compared to the experimentally measured value
of 1.69 D. (This was not the case in the MD simulations by
Kollman where the flexible methanol in an energy-minimized
geometry was found to have a dipole moment of 1.90 D.) To
correct for the rigid geometry used in the MC calculations, the
partial charge distribution was scaled by a factor of 0.78 to yield
the experimental dipole of 1.69 D. The parameters for Na+ are
also taken from Kollman54 and are used without further
modification.

To benchmark the modified methanol potential, MC simula-
tions of the methanol dimer were performed at 1 K. This yielded

a minimum dimer binding energy of 18.6 kJ/mol, which is
reasonably close to the dimer binding energy of 17.2 kJ/mol
determined from ab initio calculations by Mo´ et al.55 and the
experimentally measured value of 15( 3 kJ/mol.56 The
calculated O‚‚‚H hydrogen bond distance of 1.90 Å is also in
good agreement with the value of 1.96 Å determined by
microwave spectroscopy.57 Similar MC simulations of Na+ with
one methanol gave a binding energy of 105.3 kJ/mol, in close
agreement with the experimentally measured binding energy
of 108.8 kJ/mol.58 A plot of the Na+-methanol potential is
given in Figure 3.

C. Monte Carlo Analyses.One of the primary incentives
for performing the MC simulations is to gain insight into the
structural configurations of the cluster ions accessible over the
range of internal energies/temperatures present in our apparatus.
One of the more useful diagnostic tools, is the pair radial
distribution functions (RDF), representing the probability that
an atom will be found in a spherical shell of thickness dr at a
distancer away from a central site with respect to a homoge-
neous solution of densityF. The RDFs are calculated using50

whereN(r,s) is the number of atoms observed in the shell,s is
the total number of iterations per solvent in the simulation,F is
equal to 1.0 (corresponding to a solution of unit density), and
V is the volume of the shell. IntegratingG(r) over all space
yields the total number of atoms surrounding the site. The large
electrostatic charge of the ion and its subsequent influence on
cluster ion structure make it a natural choice for selection as a
central site in the calculation of RDFs. Ion-solvent RDFs are
calculated for the Na+-O, Na+-hydroxyl H, and the Na+-C
atom pairs. These RDFs yield structural information on the
formation of solvent shells about the ion. By integrating over
the resolved peaks in the RDFs, occupancy numbers for the
different solvent shells can be obtained.

Intermolecular interactions between the solvent molecules are
examined by analyzing the pairwise RDFs between atomic sites
on each methanol molecule. Specifically, the methanol-

TABLE 3: Polarizable Potential Parameters Used in the
Monte Carlo Simulations

atom qc (e) ε (kJ/mol) σ (Å) R (Å3)

Iona

Na+ 1.000 0.5439 2.156 0.240

Methanolb

hydroxyl H 0.3281 0.0 0.0 0.135
O -0.5057 0.8803 3.0665 0.465
C 0.0908 0.4577 3.3997 0.878
methyl H 0.0290 0.0657 2.4714 0.135

a Reference 54.b Reference 52.c The partial charges for methanol
were scaled by a factor of 0.78 from the original reference.

TABLE 4: Methanol Geometrya Used in the Monte Carlo
Simulations

bond lengths (Å) bond angles (degrees)

RO-H ) 0.960b ∠C-O-H ) 108.0°
RC-O ) 1.41 ∠H-C-H ) 109.5°
RC-H ) 1.098 ∠H-C-O ) 109.5°

a Reference 52.b Reference 68.

Figure 3. The sodium-methanol interaction potential. The potential is calculated with the ion in the plane formed by the methanol oxygen,
carbon, and hydroxyl hydrogen. The oxygen is closest to the ion and the ion-oxygen-carbon angle is 104°.

G(r) )
N(r,s)
V‚s‚F

(14)
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methanol RDFs between the O-O, O-hydroxyl H, and
hydroxyl H-hydroxyl H atomic sites are calculated. The ion-
solvent and solvent-solvent RDFs were examined from 0 to
20.0 Å at a resolution of 0.1 Å. This resolution was found more
than sufficient to detail the solvent shell structure. The O-hy-
droxyl H RDF, in particular, can offer details on hydrogen bond
formation. However, calculating the distance between the
hydroxyl hydrogens and the oxygen atoms of different methanol
pairs provides a more definitive measure of hydrogen bonding.
Two molecules are considered to be hydrogen-bonded if the
donor hydrogen atom and the acceptor oxygen atom are less
than 2.5 Å apart and if the angle defined by the donor atom,
hydrogen atom, and acceptor atom is between 145° and 180°.29

The average number of hydrogen bonds formed, the average
distance, and angle of formation, are also tabulated. Additionally,
the percentage of MC iterations in which each solvent molecule
acts as a hydrogen bond donor or acceptor throughout the
simulation is determined since the information can be related
to the solvent shell occupancy of each methanol molecule. For
instance, if the solvent molecule has a preference toward acting
as a proton donor, this can be correlated with the solvent being
positioned in the first solvation shell. Conversely, a methanol
acting as a proton acceptor would correlate with a position in
the second solvent shell.

Angular distribution functions are computed to better under-
stand the spatial arrangement of the methanols around the ion.
The angle formed between the oxygen of one methanol, the
ion and the oxygen of a second methanol,∠O1-Na+-O2, is
calculated for all the possible methanol solvent pairs. The
distribution provides a useful diagnostic for determining whether
the solvent molecules are symmetrically or asymmetrically
solvating the ion for cluster ions with no occupation of the
second solvent shell.

Histograms of the ion-solvent, solvent-solvent, polarization,
and total energy of the cluster ion system are calculated
throughout the simulation. The distributions, their averages, and
their standard deviations are determined at the end of the run.
Similarly, energy histograms for each individual solvent are also
tabulated throughout the simulation, with the averages and
standard deviations summarized along with each solvent’s
average center of mass distance (COM). Structural aspects of

the cluster are directly reflected in the energetics of the solvent
molecules. For example, first shell solvent molecules tend to
have positive solvent-solvent interaction energies due to steric
repulsion. Upon formation of a hydrogen bond (typically with
a solvent in the second solvation shell), the solvent-solvent
interaction energy becomes favorable. Additional details of the
various analyses may be found elsewhere.36

V. Results and Discussion

A. RRKM Analysis. The ability to compare experimentally
measured average unimolecular dissociation rates to RRKM/
evaporative ensemble calculations offers the opportunity to
establish the internal energy distribution for cluster ions
generated under our exact experimental conditions. As can be
seen in Figure 4, the agreement between the experimental and
calculated values is quite good. The internal energy distributions
from RRKM/EE calculations are shown in Figure 5, and the
resulting cluster ion temperatures are given in Table 2. The
binding energy of the solvent decreases with the addition of
each methanol molecule, while the number of low-frequency
intermolecular vibrational modes increases by six. This results
in ion clusters with progressively narrower internal energy
distributions. This is consistent with the observation by Klots31-33

that the width of the internal energy distributions should be
comparable to the binding energy of the fragment.

A representative temperature distribution is shown for
Na+(CH3OH)5 in Figure 6. The shape of this distribution is
clearly non-Boltzmann, a result that is not unexpected. Since
the ion clusters in the mass spectrometer exist in a vacuum,
they can only dissipate energy radiatively or by undergoing
unimolecular dissociation. The infrared radiative lifetimes of
these energized clusters are long (∼10 ms) compared to the
100-300µs time scale of the experiment, leaving unimolecular
dissociation as the dominant means by which energy can be
dissipated. The calculated average temperatures of the clusters
in this study range from 260 to 890 K (Table 2). They provide
a convenient measure for the internal energy content of the ion
clusters and are essential for analyzing structural aspects of these
ion clusters by Monte Carlo techniques.

B. Monte Carlo Simulations. MC simulations using the
polarizable potential have been performed on Na+(CH3OH)1-8.

Figure 4. Experimental and calculated unimolecular dissociation rates of Na+(CH3OH)1-8. The experimental error bars, representing two units of
standard deviation, are taken as the sum of the error introduced by scaling all the intermolecular vibrational frequencies (soft modes) by(25% and
the binding energies by(10%.
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Temperatures were chosen to correspond with cluster internal
energies/temperatures in our molecular beam experiments as
discussed above and summarized in Table 2. The MC simulation
for Na+(CH3OH)1 was performed at a significantly lower
temperature than suggested by the RRKM/EE calculations since,
at higher temperatures, the solvent molecule would experience
“walk-off”, the MC equivalent of evaporative loss.

The calculated RDFs of the methanol atoms with respect to
the Na+ ion are displayed in Figure 7a for Na+(CH3OH)1. The
Figure shows that the oxygen atom, with a maximum at 2.2 Å,
is in closest proximity to the ion as would be expected based
on the molecule’s dipole moment and associated charge
distribution. The carbon atom and hydroxyl hydrogen atom are
further away at 2.9 and 3.0 Å, respectively, indicating that the
methyl group is canted over toward the ion. The ion-atom
RDFs for the cluster ionn ) 8, presented in Figure 7b, show
two distinct peaks for each atom, indicating the presence of a
first and second shell. Focusing on the first shell features, we
observe that the oxygen peak shifts slightly outward to 2.3 Å,
reflecting the overall weaker interaction between the ion and
each individual molecule in the presence of multiple solvents.
Curiously, the hydroxyl hydrogen atom peak is constant at 3.0
Å for each cluster size. The carbon atom peak, however, slowly

shifts to larger distance with increasing cluster size, ending at
3.2 Å for Na+(CH3OH)8. This is probably due to steric repulsion
between the solvents in the first solvation shell. As more solvents
are added and take positions next to the ion, there is less room
for the sterically bulky methyl groups. The methanol thus rotates
slightly, shifting the methyl group further away from the ion.

In Figure 8a, we concentrate on the Na+-O RDFs for
Na+(CH3OH)1-8. The narrow peak centered at 2.2 Å corre-
sponds to the methanol molecules in the first solvation shell
about the ion. The limited width (0.2 Å full width at half-
maximum) of the peak attests to the strong influence of the ion

Figure 5. Calculated internal energy distributions of Na+(CH3OH)n. The binding energies are distinctly narrower when five or more solvent
molecules are present. The widths of the distributions follow binding energy trends.

Figure 6. Calculated temperature distribution of Na+(CH3OH)5. This
reflects the broad internal energy distribution and nonthermal behavior
of the cluster ions.

Figure 7. Ion-atom site radial distribution functions for (a) Na+(CH3-
OH)1 and (b) Na+(CH3OH)8. The second set of peaks observed in (b)
is due to the formation of a second solvent shell. Note that while the
first solvent shell ion-oxygen and ion-hydrogen RDF peaks are
unchanged betweenn ) 1 andn ) 8, the ion-carbon RDF peak has
a significant shift.
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on the solvent molecules in the first shell. The second peak at
4.7 Å is due to solvents in the second solvation shell and is
considerably broader at 0.8 Å (fwhm). This is a direct
consequence of the much weaker electrostatic interaction that
binds the second shell solvents to the cluster. Forn ) 7, a feature
centered at about 6.5 Å with a fwhm of 1.6 Å suggests
occupation in a third solvent shell which becomes more distinct
at n ) 8. The ion-solvent radial distribution functions
underscore the effect of the ion on the local solvent structure.
Solvents adjacent to the ion are rigidly structured, whereas those
positioned further away from the ion have a more fluid nature,
as directly evidenced by the increased broadness of the solvent
shell peaks in the RDFs with increasing ion-solvent distance.

The occupancy numbers for each solvent shell are determined
by integrating the RDFs and are listed in Table 5. The noninteger
character of some of the results is due to isomerization between
different cluster ion configurations. The integration limits were
selected by determining the minima between the solvent shell
peaks in the RDFs. The first shell cutoff was set at 3.4 Å, and
the second shell cutoff at 5.7 Å. The table shows that the
occupancy of the first shell rises with increasing cluster ion size,
culminating in a first solvent shell size of∼5 at n ) 8. The
first significant occupation of a second solvation shell is
observed forn ) 5 (probability ) 0.68). Not surprisingly,
second shell occupancy continues to increase for the larger
clusters. Discernible occupation of a third solvation shell does
not appear untiln ) 7, as shown in Figure 8b.

1. Structural Configurations of Na+(CH3OH)1-4. The smallest
cluster ions, Na+(CH3OH)1-4, have all the methanols residing
in the first solvation shell. Representative MC structural

snapshots of each are presented in Figure 9. Averaging the angle,
∠O1-Na+-O2, over all methanol pairs yields the distribution
displayed in Figure 10 for Na+(CH3OH)2-4. Surprisingly, the
distribution does not peak at 180° for n ) 2, but at 128°,
indicating that the two methanols show a preference to one side.
This is probably due to a slight polarization of the Na+ by the
first molecule, which biases the positioning of the second
molecule. The calculated averages from the angular distributions
are 130( 21°, 116( 18°, and 109( 17° for then ) 2, 3, and
4 cluster ions, respectively, the latter two being close to the
expected values of 120° and 109.5° for trigonal and tetrahedral
structures.

2. Structural Configurations of Na+(CH3OH)5. The initial
presence of methanol in the second solvent shell forn ) 5 (see
Table 5) is suggestive of hydrogen bond formation between the
second shell methanol molecule with a counterpart in the first
shell. To determine whether a hydrogen bond has actually

Figure 8. Ion-oxygen radial distribution functions. (a) The peak centered about 2.4 Å is due to methanols in the first solvation shell. The second
peak, seen more clearly in (b), corresponds to occupation in the second solvent shell.

TABLE 5: Calculated Occupancy of the Different Solvation
Shells about the Ion Determined by Integrating over the
Peaks in the Na+-O RDFs

Na+(CH3OH)n first shell occupancy second shell third shell

1 1.00
2 2.00
3 3.00
4 3.98 0.02
5 4.31 0.68 0.01
6 4.57 1.39 0.04
7 4.91 1.94 0.15
8 4.97 2.75 0.28

Figure 9. Structural configurations of Na+(CH3OH)1-4. (b) In the case
of n ) 2, the solvents have a slight tendency to congregate onto one
side of the ion. The cluster ion adopts a symmetric trigonal planar
structure for (c)n ) 3 and a tetrahedral structure for (d)n ) 4.
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formed, we turn to the methanol-methanol RDFs of Na+-
(CH3OH)2-6 plotted in Figure 11. These represent the radial
distribution of the hydroxyl hydrogen atoms to the oxygen atom
site on different methanol molecules. A dominant peak in the
4.1-4.9 Å range is observed for all cluster sizes and is attributed
to the average distance between the methanol molecules in the
first solvation shell. This peak slowly shifts to smaller distance
with larger cluster size as the number of methanol in the first
shell increases, reflecting the crowding of the solvent shell. Two
additional peaks first appear for Na+(CH3OH)5. The small peak
at 1.9 Å is attributed to the formation of a hydrogen bond. The
presence of the second peak at 6.8 Å is due to the greater
distance between the hydroxyl atoms of the first shell methanol
molecules and the oxygen atom of the second shell methanol.
The absence of these two peaks in the distributions of
Na+(CH3OH)2-4 indicates that there is no hydrogen bond
formation in the smallest cluster ions. Integration of the
hydrogen bond peak yields the average number of hydrogen

bonds to be 0.67, consistent with the occupancy number of the
second solvent shell forn ) 5. This technique presumes that
all hydrogens within a certain distance of an oxygen atom result
in the formation of a hydrogen bond. A more rigorous definition
of hydrogen bond formation additionally requires a hydrogen
bond angle of 145° and 180° for the angle formed by the donor
oxygen, donor hydrogen, and acceptor oxygen atoms.29 The
results of this analysis are presented in Table 6, along with the
average hydrogen bond length and angle, which remain
relatively constant regardless of cluster ion size.

The two main structural isomers observed for Na+(CH3OH)5
are displayed in parts a and b of Figure 12. One contains all
five solvent molecules in the first solvation shell in a “5+ 0”
configuration specifying the number of solvents in the first and
second solvent shell, respectively. The second structure has a
“4 + 1” configuration where the second shell methanol is
predominantly hydrogen bonded to a single first shell methanol.
At certain points, however, it does act as a double acceptor to

Figure 10. Methanol-methanol angular distribution plot for Na+(CH3OH)2-4.

Figure 11. The oxygen-hydroxyl hydrogen radial distribution function. Multiple peaks are not observed untiln g 5, which also coincides with
the first observation of second shell structure and hydrogen bonding.
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two first shell solvents as shown in Figure 12c. The double
acceptor configuration serves as an intermediate between the
transfer of the hydrogen-bonded methanol from one first shell
molecule to another. It is interesting to note that the point at
which hydrogen bonds can first exist is also matched by the
occurrence of structural isomers.

To better quantify the probabilities of each of the different
structural configurations, the Na+-methanol oxygen distances
were examined every 500 MC steps. The solvent shell cutoffs
given by the Na+-O RDFs were used to determine whether
the cluster was in a “5+ 0” or “4 + 1” configuration. The
resulting isomer distribution reveals that the “4+ 1” configu-
ration has an existence probability of 0.68. This corroborates
the results of the Na+-O RDF integration which indicate that

there is a probability of 0.68 of a methanol in the second solvent
shell. Although, the determination of the isomer distribution in
the case ofn ) 5 appears trivial, it will prove more useful in
the examination of the larger cluster ions.

3. Structural Configurations of Na+(CH3OH)6-8. The solva-
tion shell occupancy numbers and configurations for Na+(CH3-
OH)6 are contained in Tables 5 and 7. The data indicate that
the cluster is primarily in a “5+ 1” configuration with a
probability of 0.53 and a substantial contribution from a “4+
2” configuration leading to the formation of 1.20 hydrogen
bonds. Figure 13 displays snapshots of the MC simulation
corresponding to these possible configurations. Double acceptor
configurations are observed for both the “5+ 1” and the “4+
2” configurations as seen in part c and d of Figure 13. Minor
contributions from two additional structural isomers, consisting
of “6 + 0” and “4+ 1 + 1” configurations, were also observed.
The presence of the latter configuration, displayed in Figure
13e, is due to the formation of a hydrogen-bonded chain.
Although the MC simulations are conducted at a single
temperature for each cluster, the experiments probe cluster ions
with a distribution of temperatures. Thus, the “4+ 1 + 1”
structure for Na+(CH3OH)6 only accounts for 3% of the
observed isomers at a simulation temperature of 275 K, while
7% of the cluster ions appear to be in a “4+ 1 + 1”
configuration at 300 K.

Not unexpectedly, the amount of hydrogen bonding continues
to increase with the addition of a seventh methanol molecule.
There are now, on average, 1.87 hydrogen bonds per cluster
ion. The vast majority of the cluster ions form a structure that
contains five first shell methanol molecules and two methanols
in the second shell. Four other structural isomers are present
with contributions between 5% and 10%, as given in Table 7.

A myriad of structural isomers are found in the MC
simulations of Na+(CH3OH)8, as the larger number of solvent
molecules continues to augment the number of possible
configurations. On average, there are 2.69 hydrogen bonds
formed. Again there was a dominant configuration consisting
of the “5 + 3” isomer at 61%, while the “5+ 2 + 1”
configuration was a significant minority accounting for another
21%. Two minor contributions were found: a “6+ 2” and a
“4 + 3 + 1” configuration. It appears that as the number of
methanol solvents increases, so does the occupancy of the first
solvation shell. This is in accord with studies of Na+ solvation
in bulk liquid, which indicate a first solvent shell size of six
methanols.54 All of the different isomer distributions for each
of the larger cluster sizes are listed in Table 7.

TABLE 6: Average Hydrogen Bond Properties

Na+(CH3OH)n no. of H-bonds
hydrogen bonds

O‚‚‚H distance (Å) ∠O-H‚‚‚O

3 0.00
4 0.01 1.98 160.9°
5 0.57 1.93 162.1°
6 1.20 1.95 161.9°
7 1.87 1.96 162.1°
8 2.69 1.96 162.1°

Figure 12. Structural configurations of Na+(CH3OH)5. The two major
groups of isomers have either (a) five or as in (b) and (c) four solvents
in the first solvation shell. The second shell methanol can be secured
to the ion by either one or two hydrogen bonds to methanols in the
first solvent shell as shown in (b) and (c), respectively.

TABLE 7: Distribution of Structural Isomers for
Na+(CH3OH)4-8

Na+(CH3OH)n
first
shell

occupancy
second shell

third
shell

contributiona

(%)

4 4 98.4
5 5 31.2

4 1 67.9
6 5 1 52.9

4 2 41.5
7 5 2 71.2

5 1 1 9.6
4 3 7.9
4 2 1 6.1
6 1 5.1

8 5 3 60.6
5 2 1 20.8
6 2 7.1
4 3 1 5.8

a Evaluated at simulation temperatures given in Table 4. Only
contributions greater than 5% are listed.
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The polarizable potential used in this study has clearly led
to a distinct difference from previous MC studies29,51,54in that
hydrogen bond formation occurs before the filling of the first
solvent shell.

4. Cluster Ion Energy Distributions.Table 8 summarizes the
total energy of each cluster along with the contributions from
the ion-solvent interaction, the solvent-solvent interaction, and
the polarization energy. In the small clusters,n ) 2-4, the
solvent-solvent interaction energy slowly increases due to steric
repulsion. As more molecules are added to the first solvation
shell, they are forced closer together (recall the angular
distribution plot, Figure 10), resulting in a larger repulsive
interaction. Also, the relative contribution of the polarization
to the total potential energy steadily decreases from 33% forn
) 1 to 19% forn ) 4, an example of a microscopic dielectric
effect. Overall, it is not surprising that the magnitude of the
total potential energy steadily increases with the addition of each
solvent molecule. While partly an effect due to the lower
temperatures of the larger simulations (see Figure 2 and Table

2), it is mainly attributed to the additional binding energy of
the extra methanol.

For the larger cluster ions, Na+(CH3OH)5-8, there are a
number of notable trends. First, there is only gradual growth in
the polarization energy. Second, the solvent-solvent interaction
changes from repulsive to attractive and at a sharper rate of
growth than the polarization energy. This is to be expected.
Attractive solvent-solvent interactions should dominate as the
second and third solvent shells fill. Conversely the ion-solvent
interaction should plateau as the inner solvent shells shield the
ion, a trend which is also observed.

It is interesting to see how the different isomers contribute
to the energy of the cluster. We examine Na+(CH3OH)5, since
that is the first cluster ion for which a significant number of
isomers are observed in the simulation. Figure 14 displays the
total energy and its three components for the cluster over the
course of the simulation. Although the individual contributions
have bimodal distributions, the total energy remains evenly
distributed about-380 kJ/mol. (Of course, if this were not true,
one isomer would be lower in energy than the others and result
in the presence of a single configuration.) The bimodality of
the different individual energy contributions is attributable to
the two structural isomers found for Na+(CH3OH)5. It is simple
to assign which structures are responsible for the two different
peaks of each energy distribution by first considering the ion-
solvent energy. This energy will be lowest when all five solvents
are arranged around the ion. Thus, the peak at-355 kJ/mol is
due to the “5+ 0” configuration. Since this configuration will
lead to a large steric interaction, the corresponding solvent-
solvent energy peak must be at+30 kJ/mol. To yield a total
energy of-380 kJ/mol, the appropriate polarization energy peak
is at -55 kJ/mol.

The unassigned peaks thus belong to the “4+ 1” cluster
configuration making the ion-solvent, the solvent-solvent, and
the polarization energy contributions-310, +5, and-70 kJ/
mol, respectively. The less favorable ion-solvent interaction
energy for the “4+ 1” is partially offset by a decrease in the
steric repulsion between the first shell solvents and a more
favorable neutral-neutral interaction due to the formation of
the hydrogen bond. A lowering of the polarization potential
energy compensates for the remaining difference. The larger
contribution to the total energy by the polarization energy term
upon hydrogen bond formation supports the contention that
cooperativity effects enhance the strength of the hydrogen bond.
Similar trends are observed in the larger cluster ions.

These data underscore the subtle interplay between the various
intermolecular forces present in the cluster. While the formation
of a hydrogen bond between a first and second shell solvent
molecule is favorable, it comes at the loss of a potentially
stronger ion-solvent interaction. The difference is offset by a

Figure 13. Structural configurations of Na+(CH3OH)6. Two major
isomer groupings have either (a) five or (b) four solvent molecules in
the first solvent shell. Double acceptor configurations are also observed
for both the (c) “5+ 1” and (d) “4+ 2” cluster ion configurations. As
displayed in part e, then ) 6 cluster ion can also adopt a configuration
where three methanols molecules line up to form a hydrogen bonded
chain.

TABLE 8: Average Total Energy of the Cluster Ion and the
Average Contributions Due to Each of the Different Cluster
Interactions for Na+(CH3OH)1-8

a

Na+(CH3OH)n
ion-solvent

(kJ/mol)
solvent-solvent

(kJ/mol)
polarization

(kJ/mol)

total
energy

(kJ/mol)

1 -67 (8) 0 -31 (7) -98 (7)
2 -138 (9) 2 (1) -52 (7) -187 (8)
3 -211 (10) 7 (3) -62 (6) -266 (8)
4 -283 (12) 16 (5) -64 (5) -331 (10)
5 -321 (23) 14 (13) -67 (8) -374 (9)
6 -350 (26) 10 (14) -69 (8) -410 (11)
7 -385 (24) 7 (13) -70 (7) -448 (11)
8 -405 (23) -2 (13) -73 (7) -480 (12)

aThe values in parentheses represent one standard deviation.
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decrease in the sterically repulsive interaction energy between
first shell solvents. The cluster ion structure is ultimately
determined by the competition between the different intermo-
lecular forces present. The polarizable potential is able to
accurately model these subtleties and yield experimentally
consistent cluster ion structures as will be seen below.

C. Vibrational Predissociation Spectroscopy of Na+-
(MeOH)n. The motivation for performing the MC simulations
is to provide insight into the experimentally determined
vibrational dissociation spectra of the cluster ions. A detailed
analysis of the vibrational spectroscopy of Na+(CH3OH)2-7 in
the 3200-3800 cm-1 region is provided elsewhere,30,47 so a
brief synopsis is presented here to better contrast the MC
simulation data. The spectra of Na+(CH3OH)2-4 are dominated
by a single band in the 3660-70 cm-1 region, which grows in
intensity with the number of methanols. The position of the
band is only slightly shifted from the gas-phase value of 3681
cm-1 for the O-H stretch in methanol, which indicates that
the solvent is oriented with the O-H group pointing away from
the ion and other methanols. There is a small feature near 3400
cm-1 about 1/10 of the intensity of the 3670 cm-1 band for
Na+(CH3OH)4, suggesting that a small amount of a hydrogen-
bonded structural isomer is present starting at that size (see
Figures 1 and 3 in ref 30).

The spectra of Na+(CH3OH)5-7 are dominated by absorption
bands in the region from 3300 to 3600 cm-1, indicating
extensive hydrogen bonding of the methanol O-H groups.
Bands near 3420 and 3510 cm-1 are observed for all three
cluster ions, while an additional band near 3350 cm-1 was found
for Na+(CH3OH)6,7. The spectra of Na+(CH3OH)5-7 also
contained as a minor feature the band at 3670 cm-1 (see Figure
2 in ref 30). The O-H bands in the hydrogen-bonded region
were previously interpreted to be due to small methanol
aggregates: dimers, trimers, and tetramers that were then
complexed to the ion.30 However, in light of the MC results
given above as well as recent spectroscopic results of the K+-
(C6H6)n(H2O)m (refs14 and 15) cluster ion system and nitrogen
matrix studies of methanol clusters,59 a new interpretation of

the hydrogen-bonded features of the vibrational spectra of
Na+(CH3OH)n will be presented below.

In the IR spectrum of Na+(CH3OH)n, extensive evidence for
hydrogen bonding is first observed forn ) 5, an observation
that is consistent with the Monte Carlo simulations presented
above. Considering that the main structural isomer observed
for n ) 5 consists of the cluster in a “4+ 1” configuration, the
infrared band near 3420 cm-1 is attributed to the formation of
a hydrogen bond. It is assigned to the O-H group in the first
shell methanol which forms a hydrogen bond with a methanol
in the second shell. In neutral methanol dimer, the hydrogen-
bonded O-H stretch is observed60 at 3574 cm-1, shifted∼100
cm-1 to lower frequency from the monomer. The presence of
the ion serves to cooperatively polarize the hydrogen bond and
shift the first shell methanol O-H stretch an additional 150
cm-1 to lower frequency. A similar comparison can be made
in the hydrogen-bonded O-H stretch of water in K+(C6H6)3-
(H2O)2, where a water molecule in the first shell is hydrogen
bonded to a water in the second shell.14,15 In analogy to
methanol, the hydrogen-bonded O-H stretch of neutral water
dimer61 is observed at 3600 cm-1, shifted∼100 cm-1 from the
O-H stretch of water monomer.62 The presence of the potassium
ion shifts the O-H stretch an additional 110 cm-1 to lower
frequency, 3486 cm-1, in the K+(C6H6)3(H2O)2 system. Clearly
the presence of the ion cooperatively enhances the strength of
the hydrogen bond, lowering the O-H stretching frequency in
both K+(C6H6)3(H2O)2 and Na+(CH3OH)5.

The remaining peak near 3510 cm-1 in the spectrum of
Na+(CH3OH)5 must be due to a different and weaker hydrogen-
bonded feature. This may occur when two first shell methanols
simultaneously hydrogen-bond to a single second shell methanol.
The first shell methanols form ‘bent’ hydrogen bonds, i.e., the
O-H‚‚‚O angles deviate from the optimal 180° linear config-
uration thus weakening this highly directional interaction. Such
types of “bent” hydrogen bonds have been postulated by
Robinson63 to explain anomalies in the condensed phases of
water. Furthermore, hydrated alkali metal ion structures with
two first shell waters donating to the same second shell water

Figure 14. Ion-solvent, solvent-solvent, polarization, and total energy distribution for Na+(CH3OH)5. The two major isomeric forms yield different
contributions to the ion-solvent, solvent-solvent, and polarization energies of the cluster ion yet sum up to the same total energy.
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molecule have been found as minima in ab initio structure
calculations.64 For Na+(H2O)5, this double acceptor structure
is ∼2.5 kcal/mol less stable than the globally minimized single
acceptor “4+ 1” configuration.64 The similarity between water
and methanol suggests that similar types of bonding should be
possible in Na+(CH3OH)5. Recall, that the MC simulations also
show evidence of a double acceptor structure beginning with
the Na+(CH3OH)5, further corroborating the vibrational assign-
ment of the band at 3510 cm-1 to a double acceptor configu-
ration.

The infrared spectrum of Na+(CH3OH)6 introduces a new
feature near 3350 cm-1 in addition to the bands observed in
the smallern ) 5 cluster. This is assigned to a cooperatively
enhanced hydrogen bond resulting from the formation of a
hydrogen bond chain; an outer shell methanol molecule
hydrogen bonds to a molecule in the second shell which is
hydrogen bonded to a first shell methanol. The methanol in the
first shell will be strongly polarized by the ion and the two outer
molecules resulting in an enhanced hydrogen bond. A similar
observation was made for the hydrogen bonded chain in neutral
methanol trimer, where the O-H stretch of the middle methanol
molecule is cooperatively enhanced by interaction with the two
adjacent methanol molecules.59,65 Indeed the middle methanol
O-H frequency of 3390 cm-1 is conspicuously close to the
band observed near 3350 cm-1 in Na+(CH3OH)6. This inter-
pretation also suggests that the cooperativity effects associated
with the formation of longer hydrogen bond chains would
enhance the strength of the hydrogen bonds and shift the
corresponding O-H stretching modes to even lower vibrational
frequencies. These extended chain structures have been observed
in the MC simulations of Na+(CH3OH)6, again directly sup-
porting the vibrational assignment. The remaining peaks are
assigned similarly to those observed in the spectrum of
Na+(CH3OH)5.

The addition of a seventh methanol molecule further increases
the intensity of the hydrogen bond features in the spectrum.
This is indicative of the progressive formation of hydrogen
bonds. The continued addition of solvent molecules will
eventually lead to a broad absorption with no easily resolvable
features resulting in the need for a finer structural probe. The
MC simulations of Na+(CH3OH)7,8 support this interpretation.
The simulations show that the larger cluster ions continue to
form more hydrogen bonds and several different isomers. Both
of these increasing trends serve to complicate and broaden the
vibrational spectra of the cluster ions.

In summary, the infrared spectral features of the O-H
stretching modes in Na+(CH3OH)2-7 are readily interpreted by
structures that arise from the Monte Carlo simulations. The
polarizable potential used in the simulations is able to reflect
the competition between the various noncovalent interactions.
Furthermore, the results from the simulations are in qualitative
agreement with the experimental observations, in that the cluster
size corresponding to the onset of extensive hydrogen-bonded
structures is consistent with experiment, as is the existence of
structural isomers.

VI. Conclusions

The detailed analysis of gas-phase cluster ions has been
hampered by an inability to assess the amount of internal energy
contained within these species. We have presented here an
experimental approach, which is sensitive to the presence of
significant amounts of internal energy through the detection of
solvent evaporation. This allows evaluation of an average
unimolecular dissociation rate for the loss of one solvent. These

experimental rates can then be compared with calculated values
based on computed internal energy distributions derived from
RRKM theory and the evaporative ensemble for isolated
clusters. The agreement between the calculated and experimental
rates gives support to the accuracy of the determined internal
energy distributions for the cluster ions generated in the
apparatus. The analysis requires accurate binding energies and
vibrational frequencies, essential information supplied in part
by the efforts of other research groups.

Significant amounts of internal energy can complicate the
analysis of other experimental attributes of cluster ions, such
as the infrared spectra. Monte Carlo simulations using a
polarizable potential model were performed on Na+(CH3OH)1-8

to examine the structural properties at temperatures consistent
with the energized cluster ions in our apparatus. Structural
features that are dependent on both size and temperature, such
as the onset of hydrogen bonding and the types of hydrogen
bonded structures, could then be compared with characteristic
O-H stretching frequencies from infrared spectra. The first size,
at which considerable hydrogen bonding was observed experi-
mentally, was five solvents, a result consistent with predictions
from the MC simulations. The existence of multiple structural
isomers with the onset of hydrogen bond formation was also
consistent between simulation and experiment. The types of
hydrogen bonded structures: single and double first shell donors,
and linear chain species, predicted from the simulations led to
a revised assignment of O-H hydrogen-bonded features,
underscoring the important synergism between experimental and
theoretical methods for these larger cluster ion species.

The methods presented here permit the determination of
cluster ion internal energy distributions and assessment of its
impact on a variety of experimental properties. The method can
also be applied to other experimental techniques where spon-
taneously evaporating cluster ions are generated, and should
prove useful in characterizing the internal energy distributions
of cluster ions generated by other groups.
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